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ABSTRACT

Tag-based systems have become very common for online classification thanks to their intrinsic advantages such as self-organization and rapid evolution. However, they are still affected by some issues that limit their utility, mainly due to the inherent ambiguity in the semantics of tags. Synonyms, homonyms, and polysemous words, while not harmful for the casual user, strongly affect the quality of search results and the performances of tag-based recommendation systems.

In this paper we rely on the concept of tag relatedness in order to study small groups of similar tags and detect relationships between them. This approach is grounded on a model that builds upon an edge-colored multigraph of users, tags, and resources. To put our thoughts in practice, we present a modular and extensible framework of analysis for discovering synonyms, homonyms and hierarchical relationships amongst sets of tags. Some initial results of its application to the delicious database are presented, showing that such an approach could be useful to solve some of the well-known problems of folksonomies.

Categories and Subject Descriptors

H.3.5 [On-line Information Services]: Web-based services; H.3.3 [Information Search and Retrieval]: Clustering.

General Terms

Algorithms, Experimentation, Measurement.
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1. INTRODUCTION

Folksonomies are the result of collaboratively organizing information through user-chosen, free-form metadata called tags: they are democratic and bottom-up, flat (as opposed to hierarchical), inclusive (meaning that if some resource does not fit existing tags it is sufficient to create a new one), current, and extremely easy to use. However, despite all their good points, tag-based systems suffer from different problems which are due to the inherent ambiguity in the semantics of terms.

As described in [8, 11], main ambiguities are due to the presence of synonyms (i.e. game and juego, or web 2.0 and web 2), homonyms (some of which may be polysemous, i.e. check as in “to check” and as in chess, while others might be not, as in sf for “San Francisco” or “Science Fiction”), and basic level variations (such as dog and poodle). Moreover, even when the meaning of a single word is well defined, the purpose of a tag still might vary from one tagging action to another: as an example, the tag blog could be applied to a blog service such as blogger.com, to a blog page, to a blog software, or to a piece of news that we want to blog later.

The motivations to better define the semantics of these tags are different: synonym detection increases recall in search, and can be used to refine results in recommendation systems; finding homonyms also means finding different contexts of use of the same tag, increasing the precision of returned results; basic level variations identify a hierarchy within a tag set that can be exploited to improve search.

The main contribution of this work is to introduce a holistic approach to the problem of disambiguation in tag-based systems; the choice of a holistic approach is based on some considerations: we start from the evidence that different types of ambiguity might coexist within the same tag set (i.e. the tag sf has synonyms as sanfrancisco and scifi, and it can be considered as a homonym for these two different concepts). Thus, instead of focusing on just one type of ambiguity within folksonomies, we decide to provide a way to analyze tags for different kinds of relations at the same time. Building on the ideas presented in [18], we start from the complex but expressive edge-colored multigraph of users, tags, and resources, and propose some simplified definitions of that graph that maintain some of its basic properties.

This approach simplifies the work of extracting information from the structure and builds a basis for a set of simplified analysis methodologies which rely on a simple graph. From the technical point of view, our approach relies on a modular and extensible framework of analysis, allowing us to plug in new metrics or change some parameters to test different setups produce better results. This information can then be used to improve tag-based recommendation systems and to support automatic suggestion of new resources.
based on matching between profile and user’s interests (aka personalization process).

The paper is organized as follows: in Section 2 we describe related projects and the position of this paper among other works at the state of the art. In Section 3 we introduce some basic definitions and show the process we follow to create a simple graph starting from an edge-colored multigraph. In Section 4 our approach is described, together with our framework and its modular architecture. Section 5 reports on some experimental results, starting from the dataset we gathered up to some interesting conclusions based on the output produced by our analysis tool. Finally Section 6 presents some conclusions and future work.

2. RELATED WORK

The efforts to overcome limitations in tag-based systems can be roughly categorized in two main groups: one which is more directed towards the development of theoretical models, such as the tripartite graph [13, 17], and another which is more directed towards “ad-hoc” solutions, and whose aim is to solve a single issue (or a family of issues) in the most effective and convenient way (see, for instance, the FLOR system [1]). The former approach has the advantage of allowing researchers to better understand how folksonomies work and provides a common ground to describe their inner details. The latter, instead, offers a pragmatic and practical way to overcome specific problems.

In this second category, some authors concentrate on the disambiguation of tags with mutual contextualization [15], clusterization [16], and semantic grounding [5]; other algorithms instead are aimed at automatically restructuring folksonomies [3, 4, 12]. A more extensive work [7] presents a list of common issues in tag based systems related to their intrinsic ambiguity. Other, more general approaches exist: in [2] the authors present a methodology for extracting new semantic tags for a resource, using a domain ontology; in [9], the authors use multiple dimensions to enrich the tag information for final user support.

Even if the practical level may appear more efficient in attacking specific problems, some issues (such as homonymy, polysemny, synonymy, term variations and spelling errors) are not independent from each other and a global solution is sometimes the only feasible way to achieve good and reliable results. Especially for the objective of supporting recommender systems through tags [8], and aware of how deep the impact of tag ambiguities in folksonomies is within these systems [10], it appears that a holistic approach assumes an important role.

For this reason, our work builds both on general theories and ad-hoc solutions, proposing their integration in a unifying framework which is grounded on a model that builds upon the edge-colored multigraph of users, tags, and resources and adapts it for specific purposes.

3. FOLKSONOMIES AS EDGE-COLORED MULTIGRAPHS

In this section we introduce a new formal definition of folksonomy, simplifying the notion of tripartite graph, proposed in [13, 17] in the definition of a collaborative community, and largely used for folksonomy.

For consistency, we introduce the preliminary definition of edge-colored multigraph.

**Definition 1.** An edge-colored multigraph is a triple $ECMG = (MG, C, c)$ where $MG = (V, E, f)$ is a multigraph composed of a set of vertices $V$, a set of edges $E$ and a function

$$f : E \rightarrow \{ \{u, v\} \mid u, v \in V, u \neq v\}.$$ $C$ is a set of colors, and $c : E \rightarrow C$ is an assignment of colors to edges of the multigraph.

**Definition 2.** A personomy related to a user $u$ is an indirect edge-colored graph of color $C_u$. It is a four-tuple $P_u = \{ T, R, E, C_u \}$ such that:

- $T$ is the finite set of tags used by $u$;
- $R$ is the finite set of resources tagged by $u$;
- $T$ and $R$ are disjoint;
- $E$ is the set of non-ordered couple of vertices $(x, y) : x \in T \land y \in R$;
- $C_u$ is the color of each edge in $P_u$.

**Definition 3.** Given a set of users $U$ and the family of personomies $P_u \ (u \in U)$, a folksonomy is

$$F = \bigcup_{u \in U} P_u$$

In this way, a folksonomy is the edge-colored multigraph described by: the multigraph $((T \cup R), E, f)$, the set of colors $C = \cup_{u \in U} C_u$ and the assignment $c$. $T$, $R$, $E$, $C$ are respectively the union of tags, resources, edges and colors present in the personomies.

Figure 1 shows an example of folksonomy. The set $C$ is composed of three users, identified by three colors (normal line, bold line, and dashed line). The set $R$ is composed of three resources $(r_1, r_2, r_3)$, identified by three solid, round discs, while the set $T$ is composed of 17 tags identified by empty circles, and labelled as $t_i$, with $i = 1 \ldots 17$. Finally, $E$ contains non-ordered couple of vertices in $R$ and in $T$.

![Figure 1: A folksonomy as a collection of personomies (each color represents a different user).](image)
performed on the folksonomy, however, less expressive models might be sufficient. A first step towards simplification can be done with the injective transformation from Figure 1 to Figure 2, that is performed by grouping edges which connect the same vertices, and consequently losing information about whom applied a tag to a resource. The final weights to be assigned to the aggregated edges are calculated according to the following general formula:

$$w(r_i, t_j) = \sum_{u \in U} w_u(r_i, t_j) \quad (r_i, t_j) \in E$$

This allows us the assignment of different weights according to which users have performed the tagging (i.e. the weight could be proportional to the user rank within a system, set higher for a community which is object of study, or lower for users identified as spammers). Our current choice is to assign the uniform weight 1 to all the users, reducing the calculation to the number of times a tag has been used on a resource (and, as a user can only use the same tag once for each resource, this also totals to the number of users applying a specific tag to a resource).

This new bi-graph is useful to have a compact view of the relationships between resources and tags. As it can be noted by looking at Figure 2, it is also easy to identify which node $t \in T$ is more central and acts as a bridge between the different resources $r \in R$ (in this example, the tags $t_6$, $t_7$ and $t_{12}$). To further simplify the graph we can also collapse resources, creating a new link between tag $t_a$ and $t_b$ if and only if they are connected to the same resource $r_i$. The resulting graph is shown in Figure 3.

This kind of representation shows edges between tags if they have been used on the same resource, but it does not provide any information about the strength of these bonds. In this case, the weights that have to be assigned to the new edges are not a function of the previous weights anymore (or, at least, not a function of them alone). Different approaches have been taken trying to provide meaningful values for these weights. For instance:

- the number of triples $(t, r, t')$ where $(t, r), (r, t') \in E$ represents the number of co-occurrences across all the resources (that is, the number of resources on which the tags co-occur): this is also what is commonly defined as co-occurrence. The main advantage of this metric is that it is simple to calculate and the results are meaningful. Its main limit, instead, is that it is biased towards very popular tags, as they frequently co-occur with many others;
- a normalized co-occurrence takes into account not only the number of resources on which two tags co-occur, but also how common these tags are within the system. An example is the Jaccard index, defined as follows:

$$NCO = \frac{|A \cap B|}{|A \cup B|}$$

where $A$ is the set of documents tagged with $t_a$ and $B$ is the set of documents tagged with $t_b$. This metric is more complex but it also returns much better results: tags which are less popular but still shared within sub-communities tend to be ranked higher, exposing the vocabularies typical of their domains of interest;
- more advanced metrics [5] take into account other parameters: for instance, distributional measures are based on vector space representations of tags, requiring information related to other tags, resources, or users. The limits of this approach are the same ones of many vector-based representations (i.e. high dimensionality, small distances between vectors, higher computational complexity). The results, however, are interesting as they tend to represent more “semantically similar” terms, that are related not because they appear together with a given tag but rather in the same contexts.

In this work, in order to express the strength of relationships between tags, we calculate the weight of each edge between tags in the following way:

$$\tilde{w}(t_i, t_j) = \sum_{k \in (t_i, r_k) \in E \land (r_k, t_j) \in E} w(r_k, t_i) * w(r_k, t_j)$$

We apply the product of weights for each couple of tags sharing a common resource; then we apply the sum of pre-
vious weights for all the couples of tags sharing more than one resource. The result, applied on Figure 2, is shown in Figure 4, where the different weights (1, 2, 3, and 4) are visualized using different line styles (see the legend). In particular, we note, for example, that $t_6$ and $t_7$ (see Figure 2) share two resources ($r_1$ and $r_3$); so, the weight associated to $(t_6, t_7)$ and related to the only resource $r_1$ (resp. $r_3$) is $w(r_1, t_6) \cdot w(r_1, t_7) = 1$ (resp. $w(r_1, t_6) \cdot w(r_1, t_7) = 2$). Consequently, $w(t_6, t_7) = 3$.

4. OUR APPROACH

As discussed in the last Section 3, folksonomies can be represented at different levels of expressiveness. Our steps have been directed towards graph simplification for reducing the complexity (in terms of tags) for finding synonyms, homonyms, or hierarchies between them. In fact, also considering the fact that tags are positively correlated with users [20], typical comparison algorithms do not scale well on the original graph. Starting from the assumption that ambiguous tags should at least be related (either by co-occurrence or by presence in the same contexts), we restrict our analyses to the top $n$ tags which are related to a given one.

The architecture of our framework is shown in Figure 5. Inspired by the approach described in [19], we decided to make the system modular in order to perform different kinds of analyses on the tag corpus: new algorithms should be easily pluggable into the system, but at the same time it should be possible to group common operations together in the same modules.

The three main components are the Tag Analysis Tool, the Disambiguation Tool, and the Front-End. The Tag Analysis Tool accesses a folksonomy (that we assume stored inside a database), calculates relatedness between tags according to chosen metrics, and finally outputs its results in different matrices. These matrices can be saved as tables in a DB or as CSV files ready to be imported by other tools. The Disambiguation Tool is the core component of our system: it takes as inputs a tag $t$, the number of top-related tags $n$ to take into account, and the similarity matrices generated by the Tag Analysis tool, and provides new information about $t$ and the set of its related tags. This information is generated by the disambiguation plugins that are installed into the system: some possible results are synonymy relationships between tags, partitions of a tag set according to the different acceptations of a term, or a hierarchy between tags. Details about how this information can be generated are presented in the following paragraphs.

As the output of disambiguation plugins is heterogeneous, the system also needs a component which is able to manage it, showing data to users in a meaningful way or exporting it in a format which is suitable for other applications. This is what the Front-End component is in charge of, that is basically managing all the system inputs and outputs.

4.1 Synonym Detection

Two words in tag-based systems are considered synonyms if—similarly to natural text— they can be replaced by each other without affecting the meaning of a “sentence” (in our case a tagging action). What is different from natural language is that the different words can be variations of the same one (as in blog, blogs, and blogging), translations into other languages, sets of terms joined by non-alphabetic characters, and so on. The consequence of this heterogeneity is that there is no “one size fits all” solution to the problem of detecting whether two words are synonyms.

As discussed in Section 2, literature provides algorithms that can be used to find synonyms, disambiguate tag contexts, and categorize them in hierarchies. In the following sections we show some approaches that build upon these algorithms and that could be easily integrated into our architecture.

As the output of disambiguation plugins is heterogeneous, the system also needs a component which is able to manage it, showing data to users in a meaningful way or exporting it in a format which is suitable for other applications. This is what the Front-End component is in charge of, that is basically managing all the system inputs and outputs.
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involved (to solve this problem a Levenshtein distance normalized with respect to string length could be used);

- synonym search within WordNet. Results are good in terms of precision, however the high-quality, top-down thesaurus provided by WordNet only covers a small part of the bottom-up vocabulary built with a folksonomy, which often contains typos, slang, acronyms, and so on;

- online translation tools. Online services can be used to obtain the translation of a tag in different languages. As fixed vocabularies suffer the same problem of WordNet, collaboratively grown corpora can be chosen instead to get translations for recent terms. As an example, Wikipedia articles usually contain links to their translated versions. For every link, both the translated word and the language code for that translation are published in a semi-structured way;

- stemming. NLP (Natural Language Processing) tools can be used to detect if two tags share the same stem, defined as the part of a word that is common to all its inflected variants. If so, then there is a higher probability that these tags are synonyms.

It is worth to be noted that one more heuristic is also somehow “embedded” into the system, whenever two related tags are calculated using Tag Context Similarity. In fact, by using co-occurring tags to define the context, this metric tends to consider related those tags which have been attributed a similar meaning.

4.2 Homonym Detection

Checking for homonyms basically means verifying if the same tag has been used in different contexts. Typically, usage contexts for a tag \( t \) are computed by clustering tags related to \( t \) in groups, according to a chosen measure of similarity. Then, the tags most frequently occurring in these groups can be used as a way to name and disambiguate the different contexts of use of \( t \) (see [15]).

Clustering algorithms vary in performance and in the type of discovered clusters. What we need in our case is an algorithm which only relies on relatedness measures between tags and which is able to find overlapping clusters: this is particularly useful as other tags in the context could be homonyms too and we do not want to lose the information they might bring to the semantics of a context.

The algorithm we have chosen for our first prototype has been described in [14]. The basic idea is that a community is a subgraph \( G \) identified by the maximization of a property of fitness of its nodes. The fitness of \( G \) is calculated as follows:

\[
 f_G = \frac{s_{in}^G}{(s_{in}^G + s_{out}^G)^\alpha}
\]

where \( s_{in}^G \) and \( s_{out}^G \) are, respectively, the strengths of the internal links (i.e. double the sum of the weights of all the edges that link the nodes in \( G \) with each other) and the strength of the external ones (i.e. the sum of the weights of all the edges linking the nodes in the group with nodes not belonging to it). The parameter \( \alpha \) can be used to tweak the groups’ sizes: large values yield very small groups, while small ones bring larger clusters.

<table>
<thead>
<tr>
<th>Item</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Users</td>
<td>30,948</td>
</tr>
<tr>
<td>Tags</td>
<td>482,465</td>
</tr>
<tr>
<td>Resources</td>
<td>3,744,679</td>
</tr>
<tr>
<td>Assignments</td>
<td>21,698,526</td>
</tr>
</tbody>
</table>

Table 1: Dataset details.

4.3 Hierarchy Detection

Hierarchy is a specific case of basic level variation. To detect the \( is-a \) relationships that allow us to build a hierarchy from a flat set of tags we have chosen to apply the “Hearst Patterns on the Web” method [6]. Hearst Patterns are a set of patterns against which we can test a pair of terms to find instance-of and subconcept relationships. If we use \( I \) to refer to an instance and \( (C_1, C_2) \) to refer to two distinct classes, some examples of these patterns are “\( C_1 (\text{and/or} \) other \( C_2 \)” (as in “poodles and other dogs”) and “\( C_1 \text{ such as } I \)” (as in “cities such as San Francisco”).

The Hearst Patterns on the Web technique uses the Web itself as a source of knowledge, looking for patterns on a search engine and taking the number of web pages in which a certain pattern appears as an indicator for the strength of the pattern. The main advantage of this approach is that the Web is an always growing and up-to-date knowledge base, just as the the tag vocabularies we want to study. Its main drawback, instead, is that the \( O(n^2) \) complexity of the comparison task means a large amount of queries to search engines, making the approach not scalable to large sets of tags. Even if we work with limited sets (the top \( n \) related tags), we have designed a caching module to make the system perform better.

5. EXPERIMENTAL RESULTS

In order to perform our experiments, our first step has been to build a dataset by downloading contents from delicious\(^1\). This has been done by creating a Web scraper able to parse user pages and running it over a set of more than 30,000 users. The resulting data have been saved inside a database which is then accessed by our Tag Analysis tool.

As second step, we have implemented the prototype. Although the system is not complete yet, the modules that have currently been implemented are already capable of providing some interesting results. So, we have tested the tool with some tags which are known to be ambiguous and have gathered the results to show our system’s performance. The details of this whole process are described in the following paragraphs.

5.1 Preliminary Data Analysis

Before the real analysis, we describe the coverage of our delicious DB dump in terms of number of tags, resources, and tagging events. Data has been gathered by downloading contents from more than 30,000 user accounts and resulted in more than 480,000 tags, 3.7 million resources, and 21 million tag assignments (see Table 1). We decided to exclude from our dataset the tag system:unfiled that is generally used for bookmarks that have been added to the system but have not been tagged\(^2\). On this dataset, we ran the Tag Analysis tool, pre-calculating similarities between tags.

\(^1\)www.delicious.com

\(^2\)Actually, system:unfiled is the most frequent tag in deli-
In order to calculate Tag Context Similarity, we represented tags as vectors of co-occurring tags. The size of the vector is one more parameter to the system: the bigger the size, the better the results. Of course, a bigger size also means a slower system and the need for more storage space. Our choice fell on the top 10,000 tags, which provide experimentally good results but still can be analyzed in a reasonable time.

5.2 Our Prototype

The components of our system that have already been implemented in the prototype are the ones shown in full lines in Figure 5. For the Tag Analysis tool the metrics that we have currently implemented are co-occurrence (CO), normalized co-occurrence (NCO) according to the Jaccard index, and Tag Context Similarity as defined in [5]. Usually calculating these similarity matrices takes a long time, so the Tag Analysis component has been built to run as a batch job. The tool also allows one to split the tag space in slices that can be analyzed independently, making it possible to perform the actual computation with different processors (or even computers, provided they can all access the DB).

The Disambiguation tool has been developed with the homonyms plugin, implementing the algorithm described in [14] and showing related tags as a set of overlapping clusters matching the different tag contexts. As a part of the synonyms plugin, a tag with the three metrics we described previously and per-
domains (mostly Perl, plus few parts in PHP) and makes use of available libraries for external data access (DBI for local and remote databases, LWP to retrieve Web contents, and a customized version of WWW::Wikipedia to access Wikipedia pages).

5.3 Results of tag analysis

We tested the system against different sets of tags: the top 20 tags in delicious; a group of tags known to be ambiguous (apple, cambridge, sf, stream, turkey, tube), and a set of subjective tags—chosen between the most popular ones in delicious—that are used transversally, across different domains (cool, fun, funny, interesting, toread).

For each tag, we calculated the top \( n \) with \( n = 50 \) related tags with the three metrics we described previously and performed synonym and homonym analyses. A first result is that, even when used alone, Tag Context Similarity already tends to provide synonyms as top-related tags. For instance, looking at the top 50 tags related to toread, we see that it can also be spelled as read, read_later, and to_read. Repeating the analysis with a less popular term with the same meaning (r3adit), the list of synonyms grows covering 9 out of the top 10 tags, and 17 out of the top 50. We attribute this different behavior to the fact that, as these tags are used transversally, being less popular also means covering less contexts, increasing the similarity with other less popular synonyms.

<table>
<thead>
<tr>
<th>Context</th>
<th>Tags</th>
</tr>
</thead>
<tbody>
<tr>
<td>Science Fiction</td>
<td>(scifi, Sci-Fi, starwars, sciencefiction, Science-Fiction, cyberpunk, Trek, Fantasy, fandom, genre, horror, movies, sf)</td>
</tr>
<tr>
<td>Literature</td>
<td>(writing, literature, ebooks, ebook, book, books, reading, culture, science)</td>
</tr>
<tr>
<td>San Francisco</td>
<td>(SanFrancisco, California, bayarea, san_francisco, san-francisco)</td>
</tr>
</tbody>
</table>

Table 2: Clustering results for the tag sf.

The Wikipedia plugin returns translations for tags whose name directly match an English Wikipedia article (we currently skip disambiguation pages to avoid adding more ambiguity). Experimentation with this tool is still at a preliminary phase. From the results returned by Wikipedia, we select only the ones which actually match existing tags so they can be used to test related tags for synonymy. Analyzing the 31 tags in our three sets, we were able to get 215 new words from Wikipedia. Of these 215, only 83 are valid tags in our delicious dataset and 20 of them belong to the 10,000 most used tags. Out of these 20, there are only two translations that belong to the set of top-related tags of their English synonym (musica and musik for the tag music). However, we found that the same translations (together with musique) are also present in the set related to the tag stream (see Table 3). This is compatible with the hypothesis that synonyms belong to similar contexts, and the fact that contexts can be identified in different ways.

A way to identify contexts in our system is by clustering related tags. To test our clustering algorithm, we executed it on the set of ambiguous tags with different values of \( \alpha \). As a positive note, we were able to find meaningful clusters and, in cases like the ones shown in Table 2 and 3, to easily classify them according to different contexts of use. In Table 2 we show the results of clustering tags related to sf with \( \alpha = 1.4 \). Out of the 11 groups that the algorithm was able to detect, we identified three main contexts of usage (science fiction, literature, and San Francisco). The main (biggest) group for each context is shown.

In Table 3 we show the results for the stream, with \( \alpha = 1.74 \). Here, the main contexts we were able to spot are video and audio. Note that the tag audio is present in both groups, as of course the concept is present also in video streaming. From the performance point of view, as the clustering algorithm worked only on the top \( n \) related tags, the
tool was able to return results in few seconds and so we could test it in realtime. As a negative note, we found that sometimes the values of $\alpha$ still need to be trimmed manually. This is due to the fact that we are not analyzing the network as a whole, but we are only focusing on the subgraph involving the top $n$ related tags, which changes from one tag to another and whose characteristics might differ from the others.

After both the experiments, results confirmed us that synonyms and homonyms are strongly related: disambiguating a tag allows us to define its different contexts of use, and within each context we have more chances to find synonyms.

6. CONCLUSION AND FUTURE WORK

Trying to overcome some intrinsic limits of folksonomies, we have developed a model which simplifies the tripartite graph by focusing only on relations between tags. Then, we have designed a system that relies on this model to analyze sets of related tags and detect synonyms, homonyms, and hierarchical relationships amongst them.

The infrastructure we implemented is highly modular and allows users to plug-in new metrics and modify some working parameters to faster the power of different algorithms in discovering relationships, creating meaningful clusters and suggest hierarchies between tags.

The prototype used for the present work is yet partial, but allowed us to perform some tests, whose results seem to be interesting and promising. In our future work we are going to proceed following two main directions: on the one hand, we are planning to implement all the modules shown in Figure 5 to provide a fully functional system; on the other hand, we want to extend our tests to a more extensive dataset [20] and, relying on the modularity of the tool, compare our results with the ones provided by already existing solutions.
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